
Who Writes the Rules Campaigners

22 June 2021

Dear Rapporteurs of the European Parliament,
Dear Members of the Council of Europe,
Dear President of the European Commission, Ursula von der Leyen
Dear Executive Vice President of the European Commission, Margrethe Vestager
Dear Vice President of the European Commission,Věra Jourová
Dear Commissioner for Equality, Helena Dalli
Dear Commissioner for Internal Market, Thierry Breton
Dear Rapporteurs of the European Parliament

We are six women who work and live in the European Union. Between us, we: research online
abuse, run nonprofits to help refugee and immigrant women code, fight gender-based violence
with tech, develop inclusive AI policy, campaign on women’s rights, and run tech companies.
We write this open letter to you — the policymakers shaping our collective digital futures — to
raise awareness on vital elements that remain absent from your critical work.

As advocates of and for racialised and marginalised women, we come together to represent
those disproportionately impacted by the systemic threats to their online democratic experience.

The #The BrusselsSoWhite campaign highlighted that there is a persistent and systemic
exclusion of racialised people from European decision and policymaking processes – even
concerning policies where these groups are most likely to experience harm. More recently,
Politico’s analysis on employees within the Commission confirmed the Commission is
overwhelmingly male and white. Furthermore, the systemic harms from many social media
platforms —  censorship, hate speech, disinformation, radicalisation and algorithmic
injustice means that racialised and marginalised digital citizens experience two forms of
exclusion: 1) from writing the rules of their tech platform experience and, 2) from the
involvement in the literal writing of regulatory tech policy rules by states that govern
them.

We write to you in the context of the numerous proposals moving forward within the EC at
present, most notably the Digital Services Act and the proposals on DMA, AI Regulation, and
EDAP. Like you, we also see the opportunity for transformative, meaningful change.
Recognising the scope of the DSA, we welcome its expressed inclusion of the protection of
fundamental rights and the specific reference to the experience of vulnerable groups within the
preamble. This, however, is where the commitment ended. Sadly, though the explanatory
articles for the draft mention the need to mitigate harm to marginalised people, nothing is
outlined that addresses enforcement, implementation or where the responsibility lies beyond
member states.

This is not good enough. European citizens expect the EU to do better.

https://www.endviolenceagainstwomen.org.uk/online-abuse-during-covid-almost-half-of-women-have-experienced-online-abuse-during-pandemic/
https://euro-babble.eu/2020/01/22/dlaczego-bruksela-jest-taka-biala/
https://www.politico.eu/article/what-to-study-to-join-the-eu-bubble-careers-eu-university-studies-europe-parliament/


The reality is apparent: those already marginalised are not included. We do not write the rules.
As advocates and survivors, we want to be part of the rule-making to effectively shape our
online experiences, not just share our trauma. We know that exclusion already results in tech
policy that doesn’t go far enough in acknowledging or protecting us, so change is a point of
necessity.

As the European Commission embarks on these ambitious, interlinked regulatory processes,
there is scope and precedent to ensure those whom Big Tech disproportionately harms are
protected online and given the power to write the rules. It is your responsibility to regulate Big
Tech; you’re accountable to European citizens.

We request:
● For the European Commission to publicly outline the indicators and accountability

mechanisms it will adopt to ensure the DSA mitigates and ends the harms that racialised
and marginalised women face.

● For the European Commission to outline how it will continue to mitigate Big Tech’s
impact on racialised and marginalised women, above and beyond the DSA, ensuring
that implementation of the mechanisms mentioned above is as robust as the legislation.

Signed,

Who Writes the Rules Campaigners:

Aina Abiodun, Tech Founder & CEO
Asha Allen, Digital Safety, Gender Equality & Fundamental Rights Policy Expert and Activist
Dr Carolina Are, Online Moderation Researcher, Activist, Pole Dance Instructor and Blogger at
bloggeronpole.com
Hera Hussain, Founder & CEO, Chayn
Dr Nakeema Stefflbauer, CEO, FrauenLoop.org
Raziye Buse Çetin, Independent AI Policy Researcher

Supported by:

The Centre for Democracy & Technology, Europe Office
Centre for Intersectional Justice
Professor Eugenia Siapera, University College Dublin
Abeba Birhane, PhD Candidate, University College Dublin
Avaaz
Global Witness
Whose Knowledge?
Centenary Action Group
Glitch
Professor Kalpana Shankar, University College Dublin

https://www.greens-efa.eu/en/digital-services-act-consultation


Assistant Professor Elizabeth Farries, University College Dublin
Newman Fellow in Digital Policy, Niamh Kirk, University College Dublin
Global Voices
Dr. Sasha Costanza-Chock, Faculty Affiliate, Harvard-Klein Berkman Center for Internet &
Society at Harvard University
Global Project Against Hate and Extremism
SMEX
The European Center for Not-for-Profit Law
EDGE Foundation
International Dalit Solidarity Network (IDSN)
Stiftung Neue Verantwortung (SNV)
EU DisinfoLab
Digital Africa Research Lab
Mozilla Foundation
Ranking Digital Rights
Amnesty Tech
Tanya O’Carroll
European Network Against Racism (ENAR)
Masaar-Technology and Law Community, Egypt
Rima Sghaie
Luminate


